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ABSTRACT
This paper reviews some of the sources of vi -

sual information that are available in the out-
the-window scene and describes how these vi-
sual cues are important for routine pilotage
and training, as well as the development of
simulator visual systems and enhanced or syn-
thetic vision systems for aircraft cockpits.  It is
shown how these visual cues may change or
disappear under environmental or sensor con-
ditions, and how the visual scene can be aug-
mented by advanced displays to capitalize on
the pilot's excellent ability to extract visual
information from the visual scene.

INTRODUCTION
During low-level flight, the visual transfor-

mations of the out-the-window scene yield an
abundance of information.  These transforma-
tions are determined entirely by the physical
geometry of the objects in the world through
which the pilot and the aircraft are
transversing.  Examples of the information
available from these visual transformations
include ground speed, altitude, ground slant
angle, and distance.  

IMPLICATIONS OF VISUAL CUE
RESEARCH

Determining the visual "out-the-window"
cues that pilots actually use, and the limita-
tions associated with the use of those cues has
implications for current applications (e.g.,
normal pilotage, training and simulator re-
search) and for the development of advanced
systems (e.g., enhanced or synthetic vision
systems).

Normal Pilotage
Visual  "out-the-window"  cues  are  used  to

control and maintain craft state during normal
"eyes out" flight by experienced pilots.  Even
though the reliability of different visual cues
varies, pilots often rely on cues that are
highly salient, but of low reliability, leading
to flight performance errors.  For example,
Johnson and Phatak (Ref. 1) examined
performance in a pseudo-hover task and found
that pilots attempted to maintain altitude by
holding a ground location at a fixed optical
location; a strategy that led to inappropriate
altitude corrections in response to fore/aft
vehicle movements.

Training Implications
Visual cues may not necessarily be intuitive

and immediately apprehended.  Instead, they
require training to use, and, even more impor-
tantly from a safety view, may be used incor-
rectly in the early stages of training.  Pilots
tend to "latch on" to the most salient cues for a
given task, although these cues are misleading
or not optimal.  For example, the visual shape
of the runway is a salient visual cue often used
to estimate and maintain glideslope.
Consequently if novice pilots have learned to
land at normal-width, small-airport runways,
it is common for them to make excessively
steep approaches when landing at a large air-
port with a wider runway.  To perform well,
pilots must learn to use different visual cues, or
use them in a different manner, as the cir-
cumstances change.

Simulator Displays
Some of the visual cues in aircraft simulators

are not identical to those in actual flight.
Consider the case when the pilot approaches
texture-mapped terrain.  In the physical
world, "micro-texture" emerges in a continuous
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Figure 3.  Schematic of a runway landing area demonstrating the "scene-linked HUD/HMD
display" concept.  The tower and runway represent real objects in the out-the-window scene.  The
compass rose attached to the horizon and the billboard with instrument displays represent virtual,
computer-generated images.

task, the grid decreased altitude error for the
narrow FOV conditions, in which pilots'
abilities to determine the relationships among
scene objects had been reduced.  

Attentional Problems with Superimposed
Symbology

Superimposed symbology, whether on a
HUD or HMD, has been demonstrated to lead
to visual fixation.  Under visual fixation,
pilots are less likely to process other
symbology information, and/or the world seen
through the HUD or the imagery presented on
the HUD/HMD (Fischer, Haines & Price, Ref.
15).  Foyle, Sanford and McCann (Refs. 16, 17)
demonstrated that this fixation may be due to
attentional issues rather than to visual
factors, as suggested by Iavecchia, Iavecchia
and Roscoe (Ref. 18) (also, see Sheehy & Gish,
Ref. 19).  Foyle et al also found that when aug-
mented information is integrated into the vi-
sual scene, it does not suffer from the same a t -
tentional fixation problems that it does when
presented through superimposed symbology.  

Scene-linked HUD/HMD Displays

Advanced display media such as HUDs or
HMDs, in combination with highly accurate
positioning systems (e.g., Global Positioning
System, GPS) allow for the possibility of plac-
ing information into the visual scene and stabi-
lizing it with respect to the out-the-window
scene (Ref. 17).  On the basis of the results of
Foyle et al (Ref. 16), this should allow for the
processing of the displayed information with-
out any of the attentional problems mentioned
above.  That is, such a display may allow for
the parallel processing of both the displayed
information and the out-the-window
information without fixation and without
large attentional switching delays.  

Fig. 3 shows an example of such a scene-
linked display.  In the figure, the tower and
runway represent actual items in the out-the-
window image (either viewed through the
HUD, or via sensor imagery on the HUD or
HMD).  The compass rose and horizon line,
represent virtual, computer-generated imagery
that is drawn as if it were "attached" to the
image.  Likewise, the Glideslope/Air Speed
instruments are displayed on a virtual,



computer-generated billboard, placed to the
side of the runway alongside a nominal aim-
point.  Benefits, in addition to that of decreas-
ing attentional problems, may occur from
augmenting the visual scene in this manner.
The addition of items of known size and con-
sistent location allows the pilot to use the
scene-linked display as a reference, using pic-
torial relationships, in the same manner as
the grid reference described above (Ref. 14).
For example, the billboard could be constructed
so as to appear to have a height equal to the
decision height for landing.  Adding this
redundant pictorial and perspective cue would
allow quicker processing and lower workload
for altitude assessment.  The visual flow field
would be augmented as well by the scene-
linked additions.  For example, the virtual
displays (e.g., billboard) would grow larger as
one approached the runway, and any pitch or
yaw of the aircraft would be processed
incidentally when viewing the display
values.  Research is underway to investigate
the usefulness of the concept of scene-linked
displays.

CONCLUSIONS
It has been shown that the out-the-window,

low-level scene contains a variety of visual
cues that pilots use when flying "eyes out."
Under degraded conditions, such as weather or
with sensor imagery, the visual cues may not
be usable or reliable.  To counteract such
degradation, advanced displays in which the
out-the-window scene is enhanced or aug-
mented are proposed.  Such enhancements may
add the necessary visual cues back to the scene,
which were removed or made unreliable by
the degraded operating conditions.
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